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Figure 1: Given a portrait and a style examplar, our method can generate the cartoonized avatar with true-to-life 3D geometry.

ABSTRACT
Creating cartoon-style avatars has drawn growing attention re-
cently, however previous methods only learn face cartoonization in
the 2D image level. In this paper, we propose a novel 3D generative
model to translate a real-world face image into its corresponding
3D avatar with only a single style example provided. To bridge the
gap between 2D real faces and 3D cartoon avatars, we leverage the
state-of-the-art StyleGAN and its style-mixing property to produce
a 2D paired cartoonized face dataset. We then finetune a pretrained
3D GAN with the pair data in a dual-learning mechanism to get
the final synthesized 3D avatar. Furthermore, we analyze the latent
space of our model, enabling manual control in what degree a style
is applied. Our model is 3D-aware in the sense and also able to do
attribute editing, such as smile, age, etc directly in the 3D domain.
Experimental results demonstrate that our method can produce
high-fidelity cartoonized avatars with true-to-life 3D geometry.
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1 INTRODUCTION
With the popularity of various short video apps, portrait cartooniza-
tion has attracted great interest in the vision and graphics commu-
nities. However, current methods can only generate pseudo-3d re-
sults without modeling the underlying 3d geometry. This drawback
makes them more like the synthesis results obtained by applying
some filters to the 2D images, lacking view-consistency in nature.
How to produce real 3D avatars with geometry consistency and
achieve attribute editing is a meaningful but challenging task.

In the last few years, a number of approaches for exemplar-based
portrait stylization have been reported [Men et al. 2022], [Yang
et al. 2022], [Chong and Forsyth 2021], achieving impressive results.
However, they all operate in the 2D domain and thus produce results
lacking 3D geometry and consistency of the specific input exemplar,
such as a Pixar cartoon character. On the contrary, we make our
model that is fed with a single-view portrait more 3D-aware by
leveraging a state-of-the-art 3DGAN model, i.e., [Chan et al. 2022],
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which is fine-tuned by the paired 2D cartoonized portraits generated
by StyleGAN2 [Karras et al. 2020].

Most recent works on 3DGANs [Gu et al. 2021], [Or-El et al.
2022], [Chan et al. 2022] chose to combine StyleGAN [Karras et al.
2019] [Karras et al. 2020] [Karras et al. 2021] with the neural render-
ing module to synthesize high-quality and high-resolution images
with a good multi-view consistency. They can be trained on collec-
tions of single-view 2D portraits without any extra 3D geometry
information for supervision, achieving a good balance between
image quality and computational cost. Since we want to synthe-
size 3D-aware stylized results, an intuitive idea is to extend the
stylization operations from 2DGANs to 3DGANs. However, it is
tough to achieve this goal. First, existing 3DGAN models typically
need to be trained on tens of millions of images, and their neural
rendering modules are quite computationally expensive making
them difficult for synthesizing high-resolution images. Second, fine-
tuning a pre-trained 3DGAN in the target domain cannot work well
without sufficient data, while this paper aims to stylize in-the-wild
target images by using only one style exemplar provided. Finally,
taking a state-of-the-art 3D generator EG3D [Chan et al. 2022] as an
example, it needs the information of camera pose as the condition
to decouple pose-correlated attributes during training, which is
difficult to extract from the single exemplar cartoon image.

To tackle the above-mentioned challenges, we propose a novel
dual architecture (see Fig. 2) that uses the intermediate images styl-
ized by a 2D StyleGAN generator as guidance, to help supervise
the 3D-aware generator to produce 3D geometry results. Inspired
by the previous one-shot img2img translation works [Chong and
Forsyth 2021], [Yang et al. 2022], we destylize the input exemplar
image to a real-face style vector and implement style mixing to gen-
erate a set of paired data to finetune the StyleGAN model. The wild
image is then embedded to both a latent vector of 2D domain𝑤2𝑑
and a latent vector 3D domain𝑤3𝑑 . Afterwards, the former latent
vector is fed into the fine-tuned StyleGAN generator to generate
the stylized image, forming a image pair with the original input
image. Finally, the image pair and the corresponding camera pose,
which can be easily estimated from the input real face, are used to
train the 3D generator to synthesize 3D-aware results in the 3D
branch. Moreover, we also provide attribute controls (e.g., expres-
sion, gender, and age) of 3D cartoonized faces by disentangling
features in the intermediate tri-plane spaces. In this manner, users
can easily generate their personalized 3D emojis in the similar style
as the single style sample they choose.

The main contributions of this work are twofold:

• We proposed a dual-branch network by extensively exploit-
ing the capabilities of 2D and 3D GAN-based generative
models, generating stylized 3D avatars without supervision
of any 3D data.

• To the best of our knowledge, we are the first to implement
one-shot 3D-aware portrait cartoonization for in-the-wild
face images, providing a flexible way to generate high-quality
personalized 3D emojis with controllable attributes.

2 METHOD
Given an exemplar style image𝑦𝑒 and a portrait image𝑋 , we aim to
learn the 3D representation of the specific cartoon effect of 𝑦𝑒 and

generate the cartoonized portrait from any view. Fig. 2 shows the
overview of our proposed method. We first perform GAN inversion
with a pre-trained encoder and an optimization technique to map
the two mages into latent codes in both 2D and 3D domains. Then,
we adopt a dual-branch network with 2D and 3D generators trained
jointly. The 2D branch acts as a stylization module to provide style
guidance for the 3D branch to generate the stylized 3D avatar.

2.1 GAN Inversion
In our model, both the GAN inversions for the 2D branch (Style-
GAN) and the 3D generator (EG3D) are needed. A good GAN in-
verter should be able to balance the trade-off between the quality
and editability of the inverted image. More specifically, in the 2D
branch, we use an e4e model [Tov et al. 2021] pre-trained on FFHQ
to embed the style exemplar 𝑦𝑒 and the target input image 𝑋 to the
latent code 𝑤𝑒 ∈ 𝑅18×512 and 𝑤2𝑑 ∈ 𝑅18×512, respectively. Then,
we utilize𝑤𝑒 to generate a style dataset to fine-tune the pre-trained
StyleGAN to the example cartoon domain via style mixing:

𝑤𝑖 = 𝛼 ∗𝑤𝑒 + (1 − 𝛼) ∗𝑀𝑎𝑝𝑝𝑖𝑛𝑔(𝑧𝑖 ), (1)
where𝑀𝑎𝑝𝑝𝑖𝑛𝑔(·) denotes the style mapping layers of StyleGAN.
Then,𝑤2𝑑 is fed into the tuned StyleGAN branch for generating the
2D cartoon portrait to supervise the 3D branch in the next stage.

Given a randomly sampled noise 𝑧, the StyleGAN generator of
EG3D first maps it to the intermediate latent code𝑤 , which is then
used to modulate the synthesis network and produce the tri-plane
features. Afterwards, the tri-plane features are sampled and decoded
to the neural radiance field to generate the final output image.
Therefore, for 3D branch, we choose to fit both the intermediate
latent code 𝑤 ∈ 𝑅14×512 and the noise vector 𝑛 of the synthesis
network in the same way as EG3D:

𝑤3𝑑 , 𝑛 = arg min
𝑤3𝑑 ,𝑛

𝐿𝑃𝐼𝑃𝑆 (𝑋,𝐺𝐸𝐺3𝐷 (𝑤3𝑑 , 𝑛;𝜃 )) + 𝜆𝑛𝐿𝑛 (𝑛), (2)

where 𝐺𝐸𝐺3𝐷 (𝑤3𝑑 , 𝑛;𝜃 ) is the generated image using a fixed pre-
trained EG3D synthesis network, decoder, and neural rendering
module with weights 𝜃 , 𝐿𝑛 denotes the noise regularization term,
and 𝜆𝑛 is a hyperparameter. Since the in-the-wild image 𝑋 cannot
be fully fitted into the pre-trained feature space, the StyleGAN
generator needs to be fine-tuned by minimizing the following loss:

𝐿3𝑑 = 𝐿𝑃𝐼𝑃𝑆 (𝑋,𝐺𝐸𝐺3𝐷 (𝑤3𝑑 , 𝑛)) + 𝜆𝐿2 | |𝑋 −𝐺𝐸𝐺3𝐷 (𝑤3𝑑 , 𝑛) | |2
+ 𝜆𝐼𝐷𝐿𝐼𝐷 (𝑋,𝐺𝐸𝐺3𝐷 (𝑤3𝑑 , 𝑛)).

(3)

2.2 Dual Branch Strategy
After adjusting the 3D generator into the in-the-wild image domain,
we need to learn the example style representation in the 3D domain.
EG3D’s [Chan et al. 2022] hybrid explicit-implicit expression of 3D
shape based on StyleGAN has been proved effective. Thus it is pos-
sible to achieve 3D-aware portrait cartoonization by following the
similar idea. In EG3D [Chan et al. 2022], the camera pose condition
is introduced to achieve multi-view consistency and disentangle-
ment of some pose-correlated attributes during the training process.
Therefore, it is also necessary for us to input the extracted camera
pose information into our model to implement cartoonization. Due
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Figure 2: An overview of our model that consists of two parallel but collaborated branches. Given a portrait and a single style
image, our model can automatically generate a cartoonized avatar with true-to-life 3D geometry.

to the exaggerated facial features and expressions of cartoon im-
ages, large errors often exist when estimating camera poses. Thus
we cannot directly use the cartoon dataset to finetune the 3DGAN
in this task. Another intuitive solution is to fine-tune the 3DGAN
on the paired dataset consisting of the real face images and their
corresponding cartoonized ones, whose camera poses can be easily
estimated from the real images. However, we experimentally found
that the model working in this manner not only has a redundant
network architecture but also performs poorly. The major reasons
are twofold: 1) the model does not learn to build the domain gap
between real faces and cartoon-style images; 2) the model cannot
integrate the style information with the 3D-aware representation.

To address the above-mentioned issues, we design a dual-branch
network architecture (see Fig. 2). As mentioned in Eq.2, we use𝑤𝑒

to tune a pre-trained StyleGAN into the exemplar style domain,
and the pre-trained StyleGAN can be optimized by:

𝜃 = argmin
𝜃

| |𝜙 (𝑔(𝑤𝑒 , 𝜃 )), 𝜙 (𝑦𝑒 ) | |1 . (4)

where 𝑔(𝑤, 𝜃 ) denotes the synthesis network in StyleGAN and
𝜙 (·) means the mapping via the activation layers of a pre-trained
StyleGAN-D. Then, 𝑤2𝑑 is decoded to a coarsely cartoonized 2D
image 𝑔(𝑤2𝑑 , 𝜃 ), which is served as a supervision for optimizing
𝐺𝐸𝐺3𝐷 by minimizing:

𝐿 = 𝐿𝑀𝑆𝐸 (𝑔(𝑤2𝑑 , 𝜃 ), 𝑔3𝑑 (𝑤3𝑑 , 𝑐)) + 𝜆1𝐿𝐿𝑃𝐼𝑃𝑆𝑒 (𝑔3𝑑 (𝑤3𝑑 , 𝑐), 𝑦𝑒 )
+ 𝜆2𝐿𝐿𝑃𝐼𝑃𝑆2𝑑 (𝑔3𝑑 (𝑤3𝑑, 𝑐), 𝑔(𝑤2𝑑 )) .

(5)

where 𝑔3𝑑 (·) represents the Synthesis Network, the Neural Ren-
derer containing a Tri-plane Decoder and a Volume Renderer, and
the Super Resolution module in EG3D; 𝑔3𝑑 (𝑤3𝑑 , 𝑐) denotes the im-
age with the cartoonized 3D representation for the given target
image 𝑋 with the camera pose condition 𝑐 . According to the con-
straints above, the 2D and 3D branches will update their network
parameters alternately.

2.3 Attribute Control of 3DGAN
Although EG3D generates images by sampling and rendering on
the learned hybrid explicit-implicit tri-plane representation, the
tri-plane module and the super-resolution module both operate in
the latent space defined by StyleGAN. By inspecting the continuous
mapping function and the style synthesis network, it is reasonable
to assume that the hybrid 3D representation can also be disentan-
gled via a linear separation boundary, as described in [Karras et al.
2019]. The continuity of the intermediate tri-plane space can be
proved experimentally via interpolated style-mixing results.

For a certain binarize facial attribute, such as smiling, gender,
eyeglasses, and etc., there should be a hyperplane to classify it. To
achieve attribute editing, we should find out the corresponding
attribute hyperplane. Inspired by the Linear Separability proposed
in StyleGAN, we use an auxiliary linear classifier 𝑓𝑠 (·) trained on
each attribute, score the latent vector𝑤3𝑑 via 𝑓𝑠 (𝑔3𝑑 (𝑤3𝑑 , 𝑐)), and
try to find the boundary 𝑏 ∈ 𝑅𝐷×1 via a linear SVM. As mentioned
before, the pose condition of our model is determined by an extra
camera pose parameter conveyed into the mapping network. Thus,
we do not train the pose attribute but directly control the view by
the explicit camera condition, which is also the essence of obtaining
3D-aware multi-view consistency.

Attribute editing can be achieved by adding the distance 𝑑 from
the attribute boundary to 𝑤3𝑑 mentioned above to generate the
finale result 𝑔3𝑑 ((𝑤3𝑑 + 𝑑𝑏𝑇 ), 𝑐), where 𝑏𝑇 denotes the normal
vector of the boundary 𝑏. Fig. 3 shows some results of attribute
editing, including smiling, angry, glasses, gender changing, and
age changing. In addition, we pre-computed and pre-defined some
coefficients, which measure the degrees of attribute changing for
expressions, such as smile, surprise, anger, etc., to facilitate the
users to generate personalized 3D emojis from their portraits.

3 EXPERIMENTS
3.1 Implementation details
We test our model on 8 NVIDIA Tesla V100 GPUs and use a batch
size of 4 per GPU. In our experiments, the style exemplar 𝑦𝑒 and
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Figure 3: Examples of attribute editing results, (b) shows the
target image and the style exemplar. (a) is the cartoonized
result. (c-h) are the editing results of smiling, angry, wearing
glasses, gender changing, changing young and old.

Figure 4: Some stylized 3D avatars generated by our method.

the target image 𝑋 are both collected from the Internet. We se-
lect several art portrait images, e.g. Pixar characters, 3D cartoons,
comics, etc., as style references, and the portraits of some foot-
ball stars as target images. Although our model is designed to be
3D-aware, we find that it also works well for some artistic styles
that do not have 3D sense, such as the images in MetFaces [Karras
et al. 2020]. All we mentioned generators and encoders are pre-
trained on FFHQ1024, except for the auxiliary classifiers mentioned
in section 2.3, which is on the labeled CelebA via a progressive
discriminator. Synthesis results can be found in Fig 4 and our sup-
plementary video. Code and more details can be seen in our project
page: https://github.com/41xu/Your3dEmoji.

3.2 Ablation Study
To verify the necessity of our dual-branch supervision, we com-
pare our results with those obtained by directly using the 10k car-
toonized FFHQ to tune the 3D branch. Note that the cartoonlization

Figure 5: Ablation study. Synthesis results of EG3D and our
method are shown in the first and second rows, respectively

is achieved via the 2D branch of our model. Fig. 5 shows the ab-
lation study results. To demonstrate the capability of our method
and the 3D view consistency of the generated results, we also com-
pare our results to the videos that are generated by EG3D and
then cartoonized via the 2D branch of our model frame-by-frame.
Comparison results can be found in our supplementary video.

4 CONCLUSIONS
This paper proposed a one-shot style transfer method to convert
a real-world face image into its corresponding 3D avatar. The key
idea is to design a dual-branch network architecture to bridge the
domain gap between 2D real faces and 3D cartoon avatars. Exper-
imental results demonstrated that our method could effectively
synthesize 3D avatars from 2D images and provide a flexible tool
for users to create personalized 3D emojis easily.
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